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Background

A workshop, convened by G.M. Purdy of Woods Hole Oceanographic Institution and A.M. Dziewonski of Harvard University, was held in Woods Hole in 1988 to discuss the technical and scientific issues associated with the emplacement of a permanent network of broad-band seismometers in the deep ocean. The scientific rationale of such an effort is as follows.

Understanding the Earth's structure helps us to understand its origin, the dynamic forces at work within it in the past and present, and its evolution as a planetary body. The availability of data, which represent the remote sensing of the physical properties of the Earth's deep interior, is the necessary condition for the progress towards this goal. Some very encouraging results on whole Earth tomography have been obtained during the last several years. Yet, the current resolution of these images is very low. To improve it on a global scale it is necessary to deploy geophysical observatories on the ocean bottom.

Ocean floor stations are needed to improve source location (particularly depth), focal mechanism and rupture process determinations. These measurements are critical to studies of the depth of the seismic decoupling zones, the depth extent of outer rise events and the rheology of the oceanic lithosphere. Near field data, in particular ocean floor recordings, are needed to improve the resolution of source mechanisms of events not caused by faulting but by slumping or magmatic injection. Such studies have important implications for estimation of long-term seismic hazard. Existence of ocean bottom stations transmitting data in real time will have important implications with respect to tsunami warning and monitoring.

To achieve the scientific objectives, ocean floor observatories are essential. They are uniquely needed:

- To provide uniform global coverage in areas without islands;
- For regional studies of individual tectonic features;
- To sample wave propagation in 'normal' seafloor.

Oceanic islands are by definition located on anomalous structures. The crust is known to be anomalously thick, and in many cases the mantle structure will also be anomalous. Waveforms of body waves have been shown to be particularly complex at oceanic island stations. For these reasons, stations in the simple structure of normal ocean floor are important.

Although some profound technical difficulties are associated with the construction of such a network, none are considered intractable and it is judged that satisfactory solutions can be attained by carrying out a modest set of pilot experiments. Detailed accounts of both the scientific and technical issues are contained in the workshop report, copies of which are available from JOI, Inc., 1755 Massachusetts Avenue, NW, Suite 800, Washington, DC, 20036. Our goal is to establish a permanent network of 15-20 ocean floor observatories. Tentative locations for these observatories are denoted by the dark squares on the globe shown at the top of this Newsletter. These 2000 km squares denote regions devoid of islands, that can be sampled only with the use of ocean bottom stations.

Since the workshop...

Our first action following the distribution of the workshop report was to write proposals to Joint Oceanographic Institutions Inc. (JOI) and to the Incorporated Research Institutions for Seismology (IRIS) requesting that they jointly support the formation of the Steering Committee. These proposals were successful and the committee was formed under the co-chairmanship of Adam Dziewonski and Mike Purdy. John Orcutt
(SIO), Hiroo Kanamori (CalTech) and Fred Duennebier (HIG) agreed to serve and during the past year we have met four times (two of these were held during the Spring and Fall AGU). Our level of funding is extremely modest (simply travel funds to attend a few meetings) but nevertheless we believe substantial progress has been made. We have journeyed to Washington to give briefings to NSF, ONR, DARPA, JOI and IRIS. A brief report has been given to the Federation of Digital Seismographic Networks at its meeting in Istanbul in August, 1989. A paper describing the present status of OSN plans was presented at the last Fall AGU in San Francisco. We have also briefed the U.S. Geodynamics Committee. Preliminary plans and schedule for pilot experiments and the installation of a permanent network have been formulated, and a proposal has been prepared and submitted to the Ocean Drilling Project to drill a hole ~300 km north east of Oahu in which OSN could carry out the necessary pilot experiments.

The function of this newsletter is to provide more details concerning these recent activities.

• Emerging Technology

It is obvious that the practicality of our plans for the OSN will be determined by the cost and complexity of solutions to the engineering challenges associated with the permanent emplacement of broadband digital seismographs in the ocean floor. Although many difficult problems remain in this regard, it is appropriate to begin this Newsletter on a positive note by drawing attention to a number of substantial engineering successes that have been achieved during the past year. Even without the direct stimulus of OSN objectives, these experiments have shown that many of the problems faced by OSN are solvable.

— Investigators from Scripps Institution of Oceanography and Woods Hole Oceanographic Institution successfully reentered DSIP drill site 534 in the Western Atlantic south of Bermuda using a thruster package on a cable from a conventional research vessel. An array of seismometers (unfortunately not broadband!) were deployed downhole and then successfully recovered several weeks later. It is possible that JOI will fund a modification of this wireline re-entry system that will be available to the U.S. community as a routine facility.

— Previous to this, Jacques Legrand and his colleagues from IFREMER were successful in using a submersible based reentry system to carry out logging operations at DSIP Site 396 on the flanks of the mid-Atlantic Ridge.

— Just a few months ago, Kiyoshi Suyehiro successfully emplaced a Guralp broad-band seismometer downhole from the drill ship JOIDES RESOLUTION in the Japan Sea.

— The U.S. Office of Naval Research is managing an Accelerated Research Initiative in ultra low frequency noise in the deep ocean and these research programs are providing not only a substantially increased understanding of ocean noise generation and propagation mechanisms but are also providing new technology for accurate timing and long duration high-capacity ocean floor data acquisition systems.

— The program to instrument Loihi seamount carried out by colleagues at the Hawaii Institute of Geophysics has successfully acquired a fiber optic cable link from the seamount to shore. This effort will yield much needed experience in academia in the use of ocean floor fiber optic cables for large volume real-time data telemetry.

— Plans for the reuse of old trans-oceanic telephone cables are being actively formulated by groups in the U.S. and Japan. A workshop co-sponsored by JOI and IRIS was held at HIG in January 1990 to evaluate the feasibility of operating the trans-Pacific cable (TPC 1) for research purposes.

The timeliness of our initiative to build an ocean seismic network is thus very clear, not only from a purely scientific point-of-view, as was established at our workshop, but also from a technical standpoint. Progress is being made with all the important issues: methods for sensor emplacement and recovery, data telemetry and recording, noise sources and propagation, and deep ocean broadband sensors. The challenge for OSN is to build on this experience base and address the issues specific to the construction of a permanent observatory system. Substantial progress has been achieved in the past two years: we are no longer beginning from ground zero.
- **Data Telemetry**

  Table 1 lists the obvious advantages and disadvantages of the three options: cable, internal recording and satellite telemetry. There is no obvious single solution to this issue. We believe the choice will vary depending upon the station location. In remote regions internal recording and annual data recovery by research vessel may be the only viable option. In some locations the need for real time data (for hazard warning, for example) may justify the expense of cable installation; in others reuse of existing cables may be possible. It is unfortunate however that the existing cable network crosses only four of our prime observatory sites. And finally, technological developments may in the future make satellite telemetry an attractive option.

- **Pilot Experiments**

  Despite this progress, there is no question that pilot experiments are needed to address three key issues:

  - How 'good' will ocean bottom observatories be compared with existing island stations? Noise and signals recorded by a broad band downhole sensor must be compared with that on a nearby high quality island station.

  - How deep do the drill holes need to be for sensor emplacement? We must measure variations in broadband noise levels on a downhole sensor with depth below the ocean floor.

  - Do we need drill holes at all? Comparisons must be made between broadband noise levels on a downhole sensor with identical seafloor and surficially buried broadband sensors.

  The attached cartoon (Fig. 1) illustrates the components of such a pilot experiment, that if located near for example, Oahu, could answer all the above questions.

- **The Drilling Proposal**

  An important step has been the submission of a proposal by Mike Purdy and Adam Dziewonski to JOIDES to drill a hole north-east of Oahu as a site for OSN pilot experiments. The location of the proposed site is shown in Fig. 2 relative to the known regions of slumping and lava fields mapped by Clague et al., 1988 and Moore et al., 1989. The site is located on the Hawaiian arch in about 4,500 m of water with a 150-200 m sediment thickness. We have proposed to drill 50-100 m into igneous basement, case the hole through the sediment and down to competent material in the basement. The site is 270 km from Oahu (15 hours steaming) and thus combines the advantages of proximity to a high quality GSN station in the Kipapa tunnel with the excellent logistical support available from the Hawaii Institute of Geophysics.

  We believe that the single most important short term priority for OSN at this time is to get this hole drilled. This will provide the focal point that the community needs to make progress with tackling the technical and environmental questions. Once we get this hole firmly established in the JOIDES drilling plans then we can write proposals to various agencies to support the development of instrumentation for the Pilot Experiments. Although we anticipate that some degree of coordination will be required at this stage to ensure all the key measurements are being made by someone, we do not see OSN 'controlling' this drill hole. On the contrary, we would encourage any investigators (U.S. or non-U.S.) carrying out downhole measurements to use this site and thus add to the body of knowledge focussed at this one location. We would anticipate all downhole operations to be carried out using remote or wireline reentry techniques and would envisage a number of ~3-6 month long deployments of systems similar to those illustrated in Fig. 1.

- **Plans**

  Although many unknowns remain, it is nevertheless necessary to try to formulate a schedule by which we hope to build the OSN, and also to speculate on the funding requirements. We have made an attempt at this and it is extremely tentative. As is obvious from the description of the phased approach that we describe below, we have tried to compromise between the extremes of blundering immediately into the installation of permanent observatories before we know properly how to design and locate them, and spending the next decade carrying out tedious technical assessments without ever recording data to help us understand the earth.
We tentatively propose a four phase program:

- **Phase 0: Present-1992.** Use existing funding sources to develop and test instrumentation necessary for the Pilot Experiments. We anticipate the need for ~$750K in 1991 for these activities.

- **Phase 1: 1992-1994.** Major pilot experiment in 1993 (hopefully at the drill site shown in Fig. 2) with a downhole broadband sensor at various depths below seafloor, surface and surficially buried broadband sensors (as illustrated in Fig. 1), long period pressure measurements and current meters. Site must be located adjacent to a high quality island station and sediment thickness must be sufficiently small that basement penetration is easy. Speculations on the costs for these activities are included in Table 2 (in 1990 $). The instrumentation tasks envisaged for the 1992-1998 time frame are listed in Table 3.

- **Phase 2: 1994-1996.** Emplace the first five permanent observatories, but continue an active development program. On at least three of these sites, programs of auxiliary measurements should be carried out using seafloor and surficially buried broadband sensors, current meters, etc. Multiple returns to the sites should be carried out to monitor system performance (e.g., corrosion), adjust downhole sensor depth perhaps, and recover and deploy seafloor units.

- **Phase 3: 1996-?** Routine emplacement of the remaining 15 stations begins at the rate of approximately two per year. Full capability for data handling and routine station maintenance must be established at this time.

Our estimate of the annual cost of operations of a globally distributed 20 station network is $4.5-5.0M. We view the OSN as one component of the Global Seismic Network and thus all the above activities related to station siting and data handling etc. would be fully coordinated with IRIS, or when appropriate, other networks such as GEOSCOPE or POSEIDON.

**U.S. Organization**

It is unclear what kind of organization within the United States OSN will need in the next few years. Obviously it will evolve substantially as the transition from pilot experiments and development to routine network operation occurs. At this time there seems little justification for more than the minimal steering committee effort that is ongoing. However, once we have a pilot experiment drill site available to us some more substantial coordination and communication will be needed and funds for a staff person will have to be raised.

Also at this time it is unclear what formal relationships if any should be forged between OSN, JOI, IRIS and the funding agencies. Should OSN form a structure of its own and work directly with the agencies 'independently' of JOI and IRIS? (though obviously coordinated with both). Or should OSN simply be an advisory committee to provide input to JOI (as does the existing USSAC) on the expenditure of 'ocean sciences' funds, related primarily to the instrumentation and development of the network; and function as one more committee within the IRIS structure, to receive advice on station siting, and provide input on the expenditure of 'earth sciences' funds related to routine operation of the network and data handling?

Both models have shortcomings and discussions must continue to determine the best direction to take.

**International Cooperation**

Although the focus of our recent efforts has been the initiation of a U.S. program, it is unreasonable to think of building a global ocean network without the formation of an international consortium to share the costs and responsibilities. Strong programs already exist in Japan (Suyehiro) and France (Romanowicz). We must at the earliest opportunity begin the coordination of our plans and efforts with these colleagues. One mechanism that will allow us to begin this is a new liaison group that is about to be formed by JOIDES to provide a formal mechanism for communication between JOIDES and the Federation of Digital Seismic Networks.

**In Closing...**

We believe that the construction of a 20 station OSN is a practical goal. Success will require the interest, support and participation of a broad spectrum of earth and ocean scientists. We encourage this participation and urge
any readers who wish to learn more to contact a member of the steering committee. Although our project constitutes an important part of ODP’s long range plan (at least ten months of drilling in the next ten years) we must continue to strive to retain the priority needed to obtain usage of such an expensive resource as the drill ship. Our first step must be to get the Pilot Experiment site drilled as soon as possible. We solicit your support to this end.

***OSN NEWSLETTER UPDATE MAY 1990***

Since the above text was written, we have heard that the JOIDES planning committee has recommended inclusion of the OSN pilot hole drilling in the schedule for early 1991. This is great news! Although the exact location relative to Oahu remains under discussion, it seems clear there is an excellent possibility that by mid-1991 the international seismology community will have available an ideal drill hole in which to carry out a wide variety of well-controlled experiments. We strongly encourage the preparation of plans and proposals to use this hole to make the measurements we need before serious planning for the OSN can begin.
<table>
<thead>
<tr>
<th>ADVANTAGES</th>
<th>DISADVANTAGES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OCEAN FLOOR CABLE</strong></td>
<td></td>
</tr>
<tr>
<td>Real time data</td>
<td>High Cost</td>
</tr>
<tr>
<td>No timing or power problems</td>
<td>Limited Locations</td>
</tr>
<tr>
<td>Immediate knowledge of failure</td>
<td></td>
</tr>
<tr>
<td><strong>SATELLITE TELEMETRY</strong></td>
<td></td>
</tr>
<tr>
<td>Real (or near real time) data</td>
<td>Inadequate data rates</td>
</tr>
<tr>
<td>Immediate knowledge of failure</td>
<td>No reliable technology available</td>
</tr>
<tr>
<td></td>
<td>for permanent surface buoys</td>
</tr>
<tr>
<td><strong>INTERNAL RECORDING</strong></td>
<td></td>
</tr>
<tr>
<td>Low cost</td>
<td>No real time data or knowledge of failure</td>
</tr>
<tr>
<td>Simple</td>
<td>Power and timing problems</td>
</tr>
<tr>
<td></td>
<td>Need for annual servicing</td>
</tr>
<tr>
<td></td>
<td>PHASE 1</td>
</tr>
<tr>
<td>---------------</td>
<td>---------</td>
</tr>
<tr>
<td>Salaries</td>
<td>540</td>
</tr>
<tr>
<td>Ship Costs</td>
<td>100</td>
</tr>
<tr>
<td>Field Program Costs</td>
<td>75</td>
</tr>
<tr>
<td>Hardware</td>
<td>250</td>
</tr>
<tr>
<td>Planning/ Mgmt.</td>
<td>100</td>
</tr>
<tr>
<td><strong>TOTALS</strong></td>
<td><strong>1065</strong></td>
</tr>
<tr>
<td>Year</td>
<td>Task Description</td>
</tr>
<tr>
<td>------</td>
<td>------------------</td>
</tr>
<tr>
<td>1992</td>
<td>Design and construct one broadband downhole observatory system (BDOS:O); one broadband OBS (BOBS:O) and one buried broadband OBS (BBOBS:O).</td>
</tr>
<tr>
<td>1993</td>
<td>Complete construction of the above prototypes; carry out major pilot experiment. Begin construction of BDOS:1, BOBS:1 and BBOBS:1.</td>
</tr>
<tr>
<td>1995</td>
<td>Emplace BDOS, BOBS, BBOBS 2 and 3, begin construction of BDOS 4 and 5; service observatory 1. Recover prototype observatory.</td>
</tr>
<tr>
<td>1996</td>
<td>Emplace BDOS 4 and 5; redeploy BOBS:1 and BBOBS:1; service observatories 1, 2, 3. Construct BDOS 6, 7.</td>
</tr>
<tr>
<td>1997</td>
<td>Emplace BDOS 6 and 7; service observatories 1-5; construct BDOS 8 and 9.</td>
</tr>
<tr>
<td>1998</td>
<td>Etc.</td>
</tr>
</tbody>
</table>
OCEAN BOTTOM OBSERVATORY - PILOT EXPERIMENT

Figure 1
NEWS ANNOUNCEMENT

Refraction Technology, Inc. (REF TEK) of Dallas, Texas, U.S.A., the leading U.S. supplier of portable, digital seismographs, announces that it has entered into a marketing agreement with Scintrex Ltd. of Concord, Ontario, Canada as of April 1, 1990. Scintrex offers a full spectrum of geophysical instruments for use in the search for minerals, ground water and geothermal resources through its extensive worldwide sales and service organization.

The five-year agreement calls for Scintrex to be REF TEK’s exclusive distributor of seismological products worldwide except in the United States and the United Kingdom. REF TEK will maintain its long-standing representation by Kalamos International Ltd. in the United Kingdom. In addition, REF TEK Canada Corp. will continue selling REF TEK’s oil and gas exploration instruments in Alberta, Canada.

The combination of REF TEK’s advanced technology with Scintrex’s marketing expertise will strengthen each company’s competitive capacity to provide a high-quality service to the industry.
SierraSeis Training

Sierra Geophysics has released a schedule of training sessions for SierraSeis. These three-day courses will take place on June 18-20, July 23-25, and August 27-29. Courses to be held autumn will be announced at a later date. For those who need to attend a course immediately, Sierra is holding courses during the first half of May. As part of the annual software maintenance fee, one person per site per year may attend a training session for free (travel expenses not covered). Additional persons may attend at a rate of $750/session (plus travel).

A training credit policy has been established by Tim Ahern of IRIS to cover attendance to these training sessions for people who have obtained SierraSeis through IRIS. Within this policy, one person per institution may attend a training session each year. Unused slots will be reallocated by IRIS in order to maximize the effective use of the total number of persons covered under the IRIS-Sierra maintenance agreement. Institutions which do not send anyone during one year will have higher priority the subsequent year. Please contact Tim for more information or to sign up for one of the training sessions.

The training sessions will be a mix of informal lectures and hands-on experience using SierraSeis. Each session will be limited to eight people due to hardware availability at the Houston training center.

Sierra is willing to tailor one session for IRIS members. This session can be either one of their scheduled sessions or an unannounced session, provided we have enough people to attend. Information such as software architecture, module programming, and package limitations regarding non-standard data can be examined; this information is not necessarily important for more routine (industry) processing, but is relevant to processing by IRIS members.

DMC Bulletin Board for SierraSeis Users

The DMC has created an electronic bulletin board for SierraSeis users. This will serve as one mechanism to convey news about the software.

To read from the bulletin board, one needs to "rlogin" or "telnet" to the DMC computer at UT-Austin (user=bulletin; password=board):

rlogin irisdmc.ig.utexas.edu -l bulletin
rlogin 128.83.149.25 -l bulletin
telnet 128.83.149.25

The bulletin board is menu-driven, self-explanatory, and simple to use. At the main menu, select option "u" (User comments); in the subsequent menu select option "s" (SierraSeis). After this point the bulletin board behaves like the UNIX mail command.

Messages can be entered into the bulletin board by sending text via email to comments@irisdmc.ig.utexas.edu. User hints and questions would be particularly useful and welcomed. One can peruse the information at one's convenience. Email sent directly to others can be CC:'d to the bulletin board.

The bulletin board is one possible mechanism for the convenient exchange of information regarding the package. Due to the various system configurations and capabilities that we have, a standard mechanism of communication common to all users does not exist other than
conventional mail. E-mail may be the next best thing; currently 70% of the SierraSeis users in the IRIS community have email addresses. It's a possibility that the SierraSeis Maintenance Center can receive user comments and auto-broadcast them back to those in the community who would like to receive them. This may be an easy way to get on-line help from each other and to keep abreast of user comments.

Installation of SierraSeis v1.3

Two small snags which may appear during your installation of SS v1.3:

(A) Compiling error during installation of SierraLib ("Sierra Modeling Products - UNIX installation guide"): Fast installation, step 1d (page 7)): The SUN f77 compiler picks up a compiling error in subroutine DEVOU2 in file DEVLIBK.f. The following line of code can be modified:

```c
CHARACTER BUFOUT*IBMAX
```

should become

```c
CHARACTER BUFOUT*255
```

(B) Missing routines in link of MAKEDRV and TAPIN ("Sierra Modeling Products - UNIX installation guide"): Fast installation, step 1e (page 7)): You may need to add the following archive libraries to the link list in the file "$linkmd" and "$linkgt":

```c
../sseis13/lib/SYSLIB.a ../sseis13/lib/sseis.a
```

These are routines, more specific to SierraSeis, which need to be included.

Please forward any comments regarding unusual installation behavior either to the SierraSeis bulletin board or to the SMC at LBL.

Release of IRIS-SEIS v1.3

IRIS-SEIS will become available this month. The UNIX (SUN 4) version is currently operational at LBL; however useful documentation may take a few weeks to assemble. The IRIS-SEIS platform is an addition to SierraSeis and will be distributed to holders of valid SierraSeis site licenses. IRIS-SEIS has processors which perform data import/export to allow for external processing; user-definable headers; utility functions which adjust trace headers for the input of irregular data; and subroutine shells for adding new modules. Additional descriptions about IRIS-SEIS are available in the February 1990 issue of the IRIS newsletter.

IRIS-SEIS allows a user to use both IRIS-added and Sierra-provided processors within data processing streams. As part of the structural framework, IRIS-SEIS provides a third level for processor access which is to be used for local development/addition of routines. This third tier ("LOCAL-SEIS") can combine Sierra, IRIS, and home-grown modules within individual processing jobs. Home-brew routines can be passed along to the SMC for incorporation into IRIS-SEIS; these routines will be QC'd to ensure that variable names and subroutine structures are compatible with the SierraSeis environment.

Distribution of IRIS-SEIS will be via 9-track or Exabyte tapes using tar format. Transferral by some other format will be by arrangement. IRIS-SEIS occupies approximately 15 Mbytes of disk; the third tier LOCAL-SEIS uses 8 Mbytes (no local processors are defined yet).

SUN screen display of Monochrome .RAS files

Ahmed Zakaria Ahmed at the University of Utah has written a utility program named ZPLOT which will graphically display .RAS files on SUN monitors. This program is similar to Sierra Geophysics's RASVUE product and allows for panning and decimation of the plot file on the monitor. ZPLOT will also output to a Postscript laser printer.
IRIS has made arrangements with Bob Smith at the University of Utah to distribute ZPLOT to the IRIS community. Source code for ZPLOT is available through the DMC and can be retrieved using ftp:

```
ftp irisdmc.ig.utexas.edu (128.83.149.25)
user name: ftp
password: [any characters]
ftp> cd pub
```

In this directory, there are two files: zplot.tar (885K bytes) and zplot.tar.gz (490K bytes). The latter file is compressed. The tar command will extract the source; a makefile is included. Zak Ahmed will accept comments and/or suggestions regarding the program (zakaria@cs.utah.edu). Zak indicates that adding the capability to plot to a color Postscript laser printer would be straightforward. If sufficient demand is expressed for this option, then IRIS may be persuaded to cover the development costs.

X11 Pixmap screen display of Monochrome .RAS files

Rick Williams at the University of Tennessee, Knoxville, has developed a program based on ZPLOT to use X-11 to display monochrome .RAS files. Rick provides the following information:

X-11 is the "industry standard" window system for networked computer workstations that is distributed (gratis) through MIT. It is available for every kind of computer I know of. Pixmap is an X-11 way of storing raster images, either monochrome or color, and the X-11 package includes several routines for manipulating Pixmap images or making hardcopies on a variety of devices.

This .RAS->Pixmap program is available from Rick (rick@rockytop.gg.utk.edu).

SUN's and Raster plotters - a match not made in heaven

Raster plotters seem to be somewhat difficult to configure with SUN workstations. A VME bus is required on the SUN in order to interface with a Versatec plotter. An IKON controller can be used to work with the SUN/VME/Versatec combination (I believe this combination works on the field computers and at UCSB). IRIS is attempting to develop a SCSI-compatible controller.

<table>
<thead>
<tr>
<th>CPU</th>
<th>controller</th>
<th>bus</th>
<th>plotter</th>
<th>comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUN3/60</td>
<td>IKON</td>
<td>VME?</td>
<td>Gulton</td>
<td>works for field computers</td>
</tr>
<tr>
<td>SUN</td>
<td>in development</td>
<td>SCSI port</td>
<td>Versatec</td>
<td>IRIS project</td>
</tr>
<tr>
<td>SUN4/330</td>
<td>IKON</td>
<td>VME</td>
<td>Gulton</td>
<td>works at IU - see below</td>
</tr>
<tr>
<td>SUN4/280</td>
<td>IKON</td>
<td>VME bus</td>
<td>24&quot; versatec</td>
<td>works at UCSB</td>
</tr>
</tbody>
</table>

Gary Pavlis at Indiana University passes along the following information regarding getting a Gulton plotter to work from a SUN-4:

It took me about two weeks to make this fairly vanilla plotting arrangement work. We have a configuration similar, but not identical, to that on the 3/160 IRIS field computer. It is:

1. A SUN 4/330 (that's a Sparc with a 5 slot VME chassis).
2. An IKON 10088 (I think that's the number) VME-Versatec controller.
3. A software driver called CONSULT-IKON88 (I think) purchased from SUN consulting.

Now I thought this would make my life easy since it was so similar to the IRIS installation. It wasn't. The problem was that I had a different software driver, and the version SUN sent me the first round didn't work at all. They finally fixed it, and now it is quite
functional. I had to do two major things to make this work with SierraSeis:
(1) I had to modify the low level driver (in C) written by Sierra. One change was trivial and involved changing the includes to be appropriate for the different driver I was using. The other was a bug. The SUN 3 version had a error that the compiler on a SUN 3 seemed to accept and the code still functioned. Sierra knows about this.
(2) The code in Sierrascis 1.2 rasplot does not panel correctly when the plotter description describes the raster scan length in bytes (rather than inches). Sierra gave me a fix that I implemented.

We can now make plots directly with rasplot, but it wasn’t an easy process to make it work. Hope this can help someone else.

-Gary

When SierraSeis resides on one CPU and the raster plotter is attached to another CPU, raster file translation may be necessary. If both CPU’s are of the same type (i.e., SUN to SUN) no translation is required. For example, at WHOI, a 44” Versatec is connected to a SUN 3/60. Steve Holbrook is using SierraSeis on a SUN 4/370. Raster files are simply transferred from the SUN 4 to the SUN 3 via ftp (binary format; 4000 traces @ 15 sec take a minute or two). The Sierra program “rasplot” is required to drive the .RAS files from the SUN 3 to the plotter; due to the different operating systems, Steve had to install, with Sierra’s blessing, a different version of SierraLib and Rasplot on the SUN 3.

If the bit pattern for 4-byte integers is different, then a bit-reordering will be required. For example, at the University of Southern California, SierraSeis resides on a SUN 4/390 while due to the presence of a pre-existing processing package, the Versatec plotter is attached to a MicroVax II. Due to the byte ordering difference between SUN and VAX/VMS architecture, raster files created on the SUN need to be byte-swapped in order to be properly plotted on the raster device.

Sierra supports a utility program named BMFT (Binary MetaFile Transfer) which performs the necessary reordering. It’s possible that we can develop our own configuration-specific or generic utility programs as we become more familiar with Sierra raster file formats (e.g., USC is currently attempting to develop a SUN->VAX translation program). Tim Ahern thought that IRIS had access to BMFT; however this is marketed as an independent product by Sierra.

We can pass along other SUN/plotter configurations which work (or don’t work) if such information is useful. Please forward info to the SMC @LBL or via comments@IRISDMC.

Comments/Reply: University of Utah and SMC @LBL
Comments From: zakaria@cs.utah.edu
Reply by: okaya@cs.lbl.gov

Zak - Bob Smith gave me a list of notes regarding SierraSeis v1.3 which I believe you came up with. Some of these items are concerns - Sierra needs to address them once they are made aware of them. Following are some of my responses to your comments.

1) The lumping of all possible configurations into the same set of manuals makes it time-consuming to attempt to glean your site-specific information (e.g. 32 different graphic drivers discussed in one manual).

The listing of many graphic drivers in one manual is tough to wade through; but it seems to be necessary in order to be able to figure out which ones are needed (the full list covers all possibilities for all installation sites). What I’ve found is that the descriptions themselves are not useful. I’ve been working on the installation of SSv1.3 at three different sites (different
configurations) and I'm still having difficulty in figuring out which sites need which drivers. What they need to do is have this section with scenarios ("for .RAS files on a 24" Versatec, the driver you need is....; for vector plots on a SUN monochrome monitor using X-windows you need...").

2) The organization of the different configuration files (e.g. SGPROM, SGCNFIG, ... etc) and the mere dependence of EVERY thing, from installation to the smallest job, on their presence and accurate (rigid) syntax of the information in them is a major source of confusion.

The SGPROM/SGCNFIG is a relatively new item and was installed for security reasons; I guess Sierra did not want people to put their products on CPU’s other than the ones they were licensed for. The use of these files are initially confusing. An explanation is provided within the SierraLib installation manual (Appendix B); a more complete explanation about these files and how products such as SierraSeis use them would be helpful.

3) The user interface is totally inflexible; sometimes if the user makes an error, he has to go kill the job from another terminal. (SierraSeis apparently disables the interrupt and quit signals).

You're right, the user interface could be better. We need to get the kill key back (°C on my stty) and the size of that banner is a pain (scrolls all of one's text lines off the screen).

4) The file naming and string parameter convention is in direct conflict with UNIX, because of the forcing of upper case names and mapping of names to upper case even if they were supplied in lower case, not to mention the inconvenience of typing in upper case on UNIX-based systems.

Some operating systems are not upper/lower case-sensitive (VAX/VMS, for example). From what I can see from the source code, all keyboard entry is automatically switched to uppercase. What Sierra could incorporate is an option flag to disallow the conversion to uppercase. This could be a runtime option (option card within /JOB?).

5) Even though the Gulton plotter is recommended by IRIS, there is no mention of it in the installation procedures.

As the Gulton is not a common plotter, I don’t think Sierra may have an economic interest in supporting the unit. Gary Pavlis has had some experiences with a SUN/Gulton installation (see discussion above). If you come up with installation procedures which are different than Gary’s, we should circulate them to others within IRIS and to Sierra.

6) Error messages are hardly useful or understandable from the user's point of view.

You’re right on the error messages - they are at times cryptic. It’s a common phenomenon which I know I’m also guilty of - error messages which mean something to the programmer but not necessarily to a user. We should recommend to Sierra to improve the explanations within the error messages or to add more information within the manuals (processor pages or in the appendix containing error messages).

Some messages become more easily decipherable after you've used the package for a while. I've found that if you find where in the proper subroutine the message came from, you can figure out why the error actually happened - this is often more useful than the error message. Within the .IPR or .EPR printout files, an error statement will have an error number and the subroutine in which the error occurred. If you edit the source for the subroutine, search for "MERROR" - this subroutine is used to print the error message into the .IPR or .EPR file.
The line of code should look like, for example:

```
CALL MPEROR(NAME,13)
```

[Subroutine MPEROR will open the "ERRORS.LST" file in your SierraSeis ...
/run directory and extract the text message for error #13 for the subroutine name passed down in CHARACTER*8 NAME.] If you find this line of code, you can check the conditions which caused this routine to be called.

7) During the installation there are still errors or warnings from the compiler that the installer has to get into the source to fix.

Installation procedures do have some undocumented modifications required. For example, early in the v1.3 release installation, one installs the device drivers in directory ...

```
sh -v compall
```

the file DEVLIBK.f has the following error:

```
SUBROUTINE DEVOUT2(BUFFER,IBCNT)
CHARACTER(*) BUFFER
INTEGER IBMAX
PARAMETER (IBMAX=255)
CHARACTER BUFOUT*IBMAX
```

```
==> CHARACTER BUFOUT*255
```

Also, the initial link required to create MAKEDRV and TAPIN has several undefined routines within the shell file "linkmd". These routines are defined in two SierraSeis archive libraries and need to be added to the link list in "linkmd":

```
[f77 ...]
../sseis13/SYSLIB.a ../sseis13/sseis.a
```

If you’ve found others, can you document them? We can distribute your findings.

I will pass your comments on to Sierra (if you have not done so already). Your frustrations on these items is understandable; much time can be sunk into figuring out how to overcome these difficulties.

I’m sending a letter to the SierraSeis users within the IRIS community and will include your comments - others may have similar experiences. -David

SierraSeis Users Group newsletter #2
David Okaya
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IRIS Global Seismographic Network

Erratum

In the December 1989 newsletter, the station coordinates for Kislovodsk were incorrectly given. The correct latitude and longitude for KIV follows:

**KIV**  Kislovodsk, U.S.S.R.

<table>
<thead>
<tr>
<th>Host</th>
<th>Inst. Physics Earth, Academy of Sciences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>43.95°N  42.68°E</td>
</tr>
<tr>
<td>Data Logger</td>
<td>RefTek IRIS-3 (16-bit)</td>
</tr>
<tr>
<td>Seismometers</td>
<td>Streckeisen STS-1 VBB</td>
</tr>
<tr>
<td></td>
<td>Continuous: 20 sps high gain</td>
</tr>
<tr>
<td></td>
<td>Triggered: 20 sps low gain</td>
</tr>
<tr>
<td>Data Collection Center</td>
<td>IRIS/IDA</td>
</tr>
<tr>
<td>Affiliation</td>
<td>IRIS/IDA Network</td>
</tr>
</tbody>
</table>
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by Rick Williams
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To get the most recent version of this list try "finger rick@128.219.24.15" or send an E-mail message to "rick@rockytop.gg.utk.edu"

An astrisk (*) preceeding a name means that I was unable to send mail to the address given, but others may be able to use it. A carat (^) before a name means that individual is a member of the anisotropy interest group assembled by Joe Delling; contact Joe for details. The letter (j) before a name indicates a Japanese seismologist from the list compiled by Kiyoshi Suyehiro with additions by Kazuki Koketsu.

The letter (o) before a name means the address is old, and did not work the last time I tried it. Users are requested to let me know when they find an old or invalid address in this list, particularly when it is their own.

<table>
<thead>
<tr>
<th><a href="mailto:user@host.domain">user@host.domain</a></th>
<th>who,where,date</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="mailto:marun@am-sun1.stanford.edu">marun@am-sun1.stanford.edu</a></td>
<td>Marun Abbadi, Stanford, 0390</td>
</tr>
<tr>
<td><a href="mailto:a84990@tansei.cc.u-tokyo.ac.jp">a84990@tansei.cc.u-tokyo.ac.jp</a></td>
<td>Katsuyuki Abe, ERI U Tokyo, 0390</td>
</tr>
<tr>
<td><a href="mailto:nf030@kaun12.bitnet">nf030@kaun12.bitnet</a></td>
<td>Ulrich Achauer, Karlsruhe, 0089</td>
</tr>
<tr>
<td><a href="mailto:agnew@ida.ucsd.edu">agnew@ida.ucsd.edu</a></td>
<td>Duncan Agnew, IGPP, 1188</td>
</tr>
<tr>
<td>70617,2421@compuserve</td>
<td>*James Agnew, Woodward-Clyde, 0689</td>
</tr>
<tr>
<td><a href="mailto:tim@iris.edu">tim@iris.edu</a></td>
<td>Tim Ahern, IRIS, 0889</td>
</tr>
<tr>
<td><a href="mailto:akis@kyula.usc.edu">akis@kyula.usc.edu</a></td>
<td>Keiiti Aki, USC, 0988</td>
</tr>
<tr>
<td>s.alexander@omnet</td>
<td>*Shelton Alexander, Penn ST, 0988</td>
</tr>
<tr>
<td><a href="mailto:zm040@trc.amoco.com">zm040@trc.amoco.com</a></td>
<td>*Rusty Alford, Amoco Tulsa, 0390</td>
</tr>
<tr>
<td>DAnderson/KCG/MOS</td>
<td>*Don Anderson, Cal Tech, 0689</td>
</tr>
<tr>
<td><a href="mailto:sask@ice.geology.wisc.edu">sask@ice.geology.wisc.edu</a></td>
<td>Sridhar Anandkrishnan, U WI, 0689</td>
</tr>
<tr>
<td><a href="mailto:aster@oahu.hawaii.ucsd.edu">aster@oahu.hawaii.ucsd.edu</a></td>
<td>Richard Aster, IGPP/Scipps, 0689</td>
</tr>
<tr>
<td><a href="mailto:auid9@irra.stanford.edu">auid9@irra.stanford.edu</a></td>
<td>*Bert Auld, Stanford, 0390</td>
</tr>
<tr>
<td><a href="mailto:bache@xenosun.csl.gov">bache@xenosun.csl.gov</a>#seismo.csl.gov</td>
<td>Tom Bache, SAIC, 0689</td>
</tr>
<tr>
<td><a href="mailto:erg@crnlrvx5.bitnet">erg@crnlrvx5.bitnet</a></td>
<td>Muawia Barazano, Cornell, 0689</td>
</tr>
<tr>
<td><a href="mailto:bard@utadnx.c.utexas.edu">bard@utadnx.c.utexas.edu</a></td>
<td>Bill Bard, U TX</td>
</tr>
<tr>
<td><a href="mailto:jarker@bingxyu.cc.binghamton.edu">jarker@bingxyu.cc.binghamton.edu</a></td>
<td>Jeff Barker, SUNY Binghamton, 0988</td>
</tr>
<tr>
<td><a href="mailto:barto@erebus.stanford.edu">barto@erebus.stanford.edu</a></td>
<td>*Colleen Barton, Stanford, 1289</td>
</tr>
<tr>
<td><a href="mailto:battis@afgl-vax.af.mil">battis@afgl-vax.af.mil</a></td>
<td>James Battis, AFGL, 0390</td>
</tr>
<tr>
<td><a href="mailto:hbennett@msu.bitnet">hbennett@msu.bitnet</a></td>
<td>Hugh Bennett, MI State, 0590</td>
</tr>
<tr>
<td><a href="mailto:bennett@beno.csl.gov">bennett@beno.csl.gov</a></td>
<td>Theron J. Bennett, S-Cubed, 0689</td>
</tr>
<tr>
<td><a href="mailto:bergep@iothi.soest.hawaii.edu">bergep@iothi.soest.hawaii.edu</a></td>
<td>Patricia Berge, HIG, 0390</td>
</tr>
<tr>
<td><a href="mailto:jberger@ucsd.edu">jberger@ucsd.edu</a></td>
<td>Jon Berger, UCSD, 0390</td>
</tr>
<tr>
<td><a href="mailto:gb@benhoff.mit.edu">gb@benhoff.mit.edu</a></td>
<td>Greg Beroza, MIT, 0689</td>
</tr>
<tr>
<td><a href="mailto:berryman@idc.111.gov">berryman@idc.111.gov</a></td>
<td>James Berryman, LLNL, 0689</td>
</tr>
<tr>
<td><a href="mailto:bevis@ncsumes.bitnet">bevis@ncsumes.bitnet</a></td>
<td>Mike Bevis, NC State, 0589</td>
</tr>
<tr>
<td>selena%<a href="mailto:topaz.uucp@uunet.uu.net">topaz.uucp@uunet.uu.net</a></td>
<td>Selena Billington, U Wash, 1289</td>
</tr>
<tr>
<td><a href="mailto:bina@ciw.scs.nasa.gov">bina@ciw.scs.nasa.gov</a></td>
<td>Craig B Bina, DIM-CIW, 0390</td>
</tr>
<tr>
<td><a href="mailto:blondi@think.com">blondi@think.com</a></td>
<td>Biondo Blondi, Thinking Machines, 0490</td>
</tr>
<tr>
<td><a href="mailto:rrb@beno.csl.gov">rrb@beno.csl.gov</a></td>
<td>Bob Blandford, DARPA, 0420</td>
</tr>
<tr>
<td><a href="mailto:gcock@gara.une.oz.au">gcock@gara.une.oz.au</a></td>
<td>*Gunter Bock, U New England, 0390</td>
</tr>
<tr>
<td><a href="mailto:goetz@weasel.princeton.edu">goetz@weasel.princeton.edu</a></td>
<td>Goetz Bokelmann, Princeton, 1289</td>
</tr>
<tr>
<td><a href="mailto:e_g04@va.mnh.ac.uk">e_g04@va.mnh.ac.uk</a></td>
<td>*David Booth, BGS, 0390</td>
</tr>
<tr>
<td><a href="mailto:rborcherdt@usgsresv.bitnet">rborcherdt@usgsresv.bitnet</a></td>
<td>Roger Borcherdt, USGS Menlo Park</td>
</tr>
</tbody>
</table>
PERFORMANCE OF IRIS/IDA STATIONS IN THE USSR

Holly Given and Jonathan Berger
Institute of Geophysics and Planetary Physics
Scripps Institution of Oceanography
University of California San Diego
May 1, 1990

In the February 1990 IRIS newsletter, the report on the status of the Data Management Center (DMC) showed that very little data from IRIS/IDA stations in the USSR had been entered into the DMC archive. The purpose of this report is to clarify that the IRIS/IDA USSR stations have been regularly recording data, and that data have been regularly processed through the IRIS/IDA Data Collection Center (DCC) in San Diego. Since February 1989, which we consider as the start of standardized operation, the USSR stations have had "up times" of between 70% to 98%, depending on the site.

The bar chart shows the performance of the USSR stations since February 1989. Black bars show times for which data have been processed through the IRIS/IDA DCC and sent in SEED format to the Albuquerque Seismological Lab for transmission to the IRIS DMC in Austin. Typically, data are sent to ASL within 10 days of being received from the Soviet Union. However, during part of 1989 there was a delay in transmission to ASL due to difficulties in implementing the SEED format. The first shipment of data to ASL was in September 1989; the most recent in April 1990. In addition, data have been regularly sent to the Center for Seismic Studies in Washington DC in CSS format since May 1989.

Currently, 9-track tapes containing approximately 5 station-days each are received from the USSR Data Collection Center in Obrinsk via air freight. Before this step can occur, the field volumes are sent from the individual stations to Obrinsk, where they are archived and copied. Thus local transportation conditions affect the speed at which data arrive into the USSR DCC. We have been receiving data shipments from the USSR roughly once every two months. Hatched bars on the chart show periods for which data has been recorded, but has not yet been received from the USSR.

Users of the IRIS/IDA USSR data from 1989 may notice the following features in the data. Horizontal sensors at GAR appear to have been damaged, resulting in a degraded performance at periods below 10 s. The data are unaffected at shorter periods, where GAR shows the lowest noise levels of the four stations. The sensors were replaced in December 1989. KIV shows high horizontal noise levels below periods of approximately 300 s due to the nature of the pier construction. A new vault and pier are being constructed at KIV that should substantially reduce the long-period noise. A comprehensive analysis of the noise performance at the sites has been submitted for publication to the Bulletin of the Seismological Society of America and is available from us in preprint form.